Search result diversification has attracted considerable attention as a means of improving the quality of results retrieved by user queries. In this demonstration, we present Poikilo, a tool to assist users in locating and evaluating diverse results. We provide implementations of a wide suite of models and algorithms to compute and compare diverse results. Users can tune various diversification parameters, combine diversity with relevance and also see how diverse results change over time in the case of streaming data.

1. INTRODUCTION

Result diversification has attracted considerable attention as a means of enhancing the quality of query results presented to users. Consider, for example, a user who wants to buy a new apartment in London and submits a related query to a search engine. A diverse result, i.e., a result containing various types of apartments in different London neighborhoods is intuitively more informative than a homogeneous result containing only apartments with similar features.

There have been various definitions of diversity [9], based on (i) content (or similarity), i.e., selecting items that are dissimilar to each other (e.g., [17]), (ii) novelty, i.e., selecting items that contain new information when compared to what was previously presented (e.g., [7]) and (iii) semantic coverage, i.e., selecting items that belong to different categories or topics (e.g., [4]). Most approaches rely on assigning a diversity score to each item and then selecting either the k items with the highest score for a given k (e.g., [5, 13, 14]) or the items with score larger than some threshold (e.g., [16]). Alternatively, in [10], a tuning parameter called radius explicitly expresses the desired degree of diversification which determines the size of the diverse set.

Different diversification methods aim at optimizing different diversification criteria. Often, it is not clear what method is more suitable for a specific application. In this demonstration, we present Poikilo (from the greek ποικίλος, meaning “diverse”), a tool to assist users in locating, visualizing and comparing diverse results based on a suite of different diversification models and algorithms. We provide implementations of a wide variety of diversification approaches for retrieving diverse results. For the case in which the degree of diversification is specified by a radius, we also provide an interactive zoom-in and zoom-out form of functionality (Figure 2).

Often, results are associated with a relevance score. Poikilo includes various methods for combining relevance and diversity in selecting representative results. Furthermore, we consider the case of streaming data, where the query results change over time and so does the diverse result presented to the users. We employ a sliding window streaming model and provide options to navigate between consequent windows of diverse results.

In the demonstration of Poikilo, users will be given the opportunity to submit queries to a number of different datasets and see a visualization of a diversified subset of their query result (Figure 1). We provide various synthetic and real datasets. Users can also upload their own datasets. Users can choose among a wide selection of diversification algorithms and specify various configuration parameters. Furthermore, they can zoom-in and zoom-out of this initial diverse subset and navigate between consequent windows in the case of streaming data.

2. DIVERSITY MODELS

Various models have been proposed for result diversification [9]. In this section, we describe the various models made available to users by Poikilo. Most of these models involve the use of a distance function. We have implemented the most common distance functions (e.g., Euclidean, cosine). In ad-
Dispersion models. The most widespread diversity models are related to the k-dispersion problem, defined as selecting k out of a set P of items in some space, such that some objective function is maximized. Common variations include the MAXMIN and MAXSUM methods. Given a distance metric d and an integer k, k > 1, MAXMIN aims at locating a subset S of P with k items, such that the minimum pairwise distance among any items in S is maximized. MAXSUM, on the other hand, aims at maximizing the sum of the respective pairwise distances. That is, the two models aim at maximizing the following diversity functions:

\[ f_{\text{Max}}(S, d) = \min_{p_i, p_j \in S} d(p_i, p_j) \quad \text{and} \quad f_{\text{Sum}}(S, d) = \sum_{p_i, p_j \in S} d(p_i, p_j) \]

Intuitively, MAXMIN aims at discouraging the selection of nearby items, while MAXSUM at increasing the average pairwise distance among all items.

DisCdiversity. DisC is a recently proposed model that combines coverage and diversity [10]. Let \( N_r(p_i) \) be the neighborhood of an item \( p_i \in P \), i.e., the items lying at distance at most r from \( p_i \). Given a set \( S \subseteq P \) and an integer \( r \geq 0 \), a tuning parameter called radius. Let also \( N^0_r(p_i) \) be the set \( N_r(p_i) \cup \{ p_i \} \). Intuitively, we would like to select exactly one item from each item’s neighborhood.

**Definition 1.** (r-DisC Diverse Subset) Let \( P \) be a set of items and \( r \geq 0 \) a real number. A subset \( S \subseteq P \) is an r-DisC divergent subset, or r-DisC diverse subset, of \( P \), if the following two conditions hold: (i) (coverage condition) \( \forall p_i \in P, \exists p_j \in N^0_r(p_i), \) such that \( p_j \in S \) and (ii) (dissimilarity condition) \( \forall p_i, p_j \in S \) with \( i \neq j \), it holds that \( d(p_i, p_j) > r \).

Given \( P \), we would like to select the smallest number of dissimilar and covering items.

**Definition 2.** (Minimum r-DisC Diverse Subset) Given a set \( P \) of items and a radius \( r \), find an r-DisC diverse subset \( S' \) of \( P \), such that, for every r-DisC diverse subset \( S \) of \( P \), it holds that \( |S'| \leq |S| \).

The DisC model allows an interactive mode of operation where, after being presented with an initial set of results for some radius \( r \), a user can see either more or less results by decreasing or increasing \( r \). Specifically, given a set of items \( P \) and an integer \( r \geq 0 \), we want to compute an \( r' \)-DisC diverse subset \( S' \) of \( P \). Zooming can be global, in the sense that the radius \( r \) is modified similarly for all items in \( P \) or local, i.e., modifying the radius only for a specific area of the data set. To support an incremental mode of operation, the set \( S' \) should be as close as possible to the already seen result \( S' \). Ideally, \( S' \supseteq S \), for \( r' < r \) and \( S' \supseteq S' \), for \( r' > r \). Although in general there is no monotonic property among the optimal r-DisC diverse and \( r' \)-DisC diverse subsets of a set of items \( P \), for \( r' \neq r \), we provide heuristics that achieve these requirements.

**Other models.** Often, clustering methods have been proposed as an alternative to selecting diverse items. In this case, the diverse set consists of representatives from each cluster. For example, k-medoids seeks to minimize \( \frac{1}{|P|} \sum_{p_i \in P} d(p_i, c(p_i)) \), where \( c(p_i) \) is the closest item of \( p_i \) in the selected subset. We also consider other diversification models, such as the Greedy Marginal Contribution and Greedy Randomized with Neighborhood Expansion models presented in [15]. Our tool can be easily extended with additional methods as well.

Figure 3 shows the diverse sets located by POIKILO for some of the different approaches. Generally, MAXSUM and k-medoids fail to cover all areas of the dataset; MAXSUM tends to focus on the outskirts of the dataset, whereas k-medoids clustering reports only central points, ignoring sparser areas. MAXMIN performs better in this aspect. However, since MAXMIN seeks to retrieve objects that are as far apart as possible, it fails to retrieve objects from dense areas; see, for example, the central areas of the clusters in Figure 3. DisC gives priority to such areas and, thus, such areas are better represented in the solution. Note also that MAXSUM and k-medoids may select near duplicates, as opposed to DisC and MAXMIN.

3. ALGORITHMS

Due to the NP-hardness of most of the models of the diversification problem, a number of different heuristics have been proposed (e.g., see [12]). POIKILO provides various implementations of different variations of such heuristics.

For MAXMIN and MAXSUM, a simple iterative greedy heuristic has been shown to provide 1/2-approximations of the optimal solution. In this heuristic, first, the two furthest apart items of \( P \) are added to \( S \). Then, at each iteration, one more item is added to \( S \). The item that is added is the one that has the maximum distance from the items already in \( S \). Interchange heuristics are often used as well. Such heuristics are initialized with a random solution \( S \) and then iteratively attempt to improve that solution by interchanging an item in the solution with another item that is not in the solution. Usually, the item that is eliminated from the solution at each iteration is one of the two closest items in it. We provide various interchange heuristics, e.g., performing at each iteration the first interchange that improves the solution (First-Interchange) or considering all possible interchanges and perform the one that improves the solution the most (Best-Interchange).
Diversity and relevance.

In many cases, the items in a result set are associated with a relevance score, most often based on their relevance to the user query. In such cases, it is important to retrieve items that are highly relevant to the user query. In general, the relevance score of an item is application dependent. Without loss of generality, we assume a relevance function \( w: \mathcal{P} \rightarrow \mathbb{R}^+ \) that assigns a relevance score to each item, where a higher value indicates that the item is more relevant to a particular query.

Dispersion-based models combine relevance and diversity using parameters for tuning the degree of diversification. Most common approaches use weights, for example a parameter \( \sigma \), \( 0 \leq \sigma \leq 1 \), to weight the relevance of each item against its distance from other items during the selection process (a method called MMR [6]) or using a parameter \( \lambda, \lambda \geq 0 \) to favor the selection of diverse results among relevant ones. In the latter case, the corresponding relevance-aware diversity functions for \( \text{MAXMIN} \) and \( \text{MAXSUM} \) are:

\[
\begin{align*}
\text{f}_{\text{Max}}(S, d) &= \min_{p_i \in S} \text{rel}(p_i) + \lambda \min_{p_i, p_j \in S, d} d(p_i, p_j) \\
\text{f}_{\text{Max}}(S, d) &= (k - 1) \sum_{p_i \in S} \text{rel}(p_i) + 2\lambda \sum_{p_i, p_j \in S} d(p_i, p_j)
\end{align*}
\]

In \text{POIKILO}, users can select how to combine relevance with diversity and specify the value of related tuning parameters.

Concerning the \( \text{DISC} \) model, we define the Weighted \( r \)-DISC Diverse Subset Problem:

**Definition 3. (Weighted \( r \)-DISC Diverse Subset)** Given a set of items \( \mathcal{P} \) of items with each object \( p_i \in \mathcal{P} \) associated with a weight \( w(p_i) \) and a radius \( r \), find a \( r \)-DISC diverse subset \( S^* \) of \( \mathcal{P} \), such that, for every \( r \)-DISC diverse subset \( S \) of \( \mathcal{P} \), it holds that \( \sum_{p_i \in S^*} \frac{1}{w(p_i)} \leq \sum_{p_i \in S} \frac{1}{w(p_i)} \).

Figure 4 reports solutions for the same dataset and radius when relevance is considered or not. Again, we provide implementations of many different algorithms for handling relevance.

### 4.2 Streaming data

We also consider the dynamic case in which items change over time, as for example, in the case of notification services. We adopt a sliding-window model where diverse items are computed over sliding windows of length \( w \) in the input data. The length of the window \( w \) can be defined either in time units (e.g., “the most diverse items in the last hour”) or in number of items (e.g., “the most diverse items among the 100 most recent ones”).

We have implemented the index-based algorithms proposed in [8, 11], using Cover Trees to dynamically update the diverse subset of each window. We also provide the option to enforce the continuity properties proposed in [8, 11] among consequent windows. For example, the order in which the diverse items are delivered to the users should follow the order of their generation. Also, an item should not appear, disappear and then re-appear in the diverse set.
5. DEMONSTRATION

Poikilo is a Web Application implemented in Java EE using JavaServer Faces 2.0. Poikilo can be accessed via a simple web browser using an intuitive GUI (Figure 1). The system architecture can be seen in Figure 5. During the demonstration, users will be allowed to submit queries to a number of different datasets, see diverse results and tune a variety of diversification parameters.

We provide a number of datasets, both real and synthetic. Our synthetic datasets consist of points in the 2D plane. Points are either uniformly distributed in space or form clusters of different sizes. Relevance scores are also assigned to items in a uniform or clustered way. We also use a number of real datasets, such as two spatial datasets containing geographic information about the location of (i) 5922 cities and villages in Greece (ii) apartments in various cities (London, Paris etc.) collected from [3] and also a dataset consisting of images of people posing with different facial expressions [1]. Users can also upload their own datasets to the system via the GUI.

Upon entering the system, users are presented with a panel providing a wide variety of different diversification options (Figure 6). First, they select a dataset along with a distance metric (e.g., Euclidean, cosine, Harversine) and a diversification model (e.g., DisC, MAXMIN, MAXSUM). Then, according to the selected model, a number of algorithms and options become available to them. For example, they can select a diversification algorithm (e.g., Basic-DisC or Best-Interchange) and algorithm-specific parameters (e.g., , ). Also, they can choose whether to also account for relevance or not during the selection of representative results and also whether to treat the input data as streaming by specifying a window length.

The computed diverse subset is presented to the users along with additional information, such as the size of the diverse subset and the average pairwise distance among the selected items. For point data, a visualization of the whole dataset is presented, in which diverse items are represented in a different size and color (Figure 1). If relevance is considered, the size of each diverse item corresponds to its relevance score, i.e., the larger this score is, the larger the item appears. Users have the option to hide the non-diverse items if they wish. For image data, the diverse set of images is presented to the user (Figure 7).

When the DisC model is employed, after being presented with the diverse subset, users have the option to tune the degree of diversification by zooming-in or zooming-out of the presented subset. A sliding bar is provided, which users can slide to dynamically increase or decrease the value of without having to specify it explicitly.

Finally, when users use the streaming option, they have the opportunity to see how diverse items change as items enter and leave the current window by navigating between windows via “next” and “previous” buttons. Users can also request the enforcement of continuity properties among consequent windows.
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